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Abstrak: Toko Sembako merupakan usaha yang bergerak dibidang perdagangan, 

produk yang menyediakan produk sembako. Permasalahan yang ada yaitu belum 

adanya prediksi penjualan produk di masa mendatang berdasarkan data yang telah 

direkam sebelumnya. Prediksi ini untuk mempermudah serta memberitahu pemilik 

toko mengenai produk yang paling banyak dibeli konsumen. Untuk mengetahui 

prediksi penjualan produk digunakan metode K-Nearest Neighbor Regression, 

selanjutnya akan melewati tahapan Knowledge Discovery in Database (KDD). Hasil 

yang diperoleh penulis dari penelitian ini adalah nilai k = 2 mendapat RMSE 0.31318 

untuk produk Beras pada bulan ke-11, k = 2 mendapat RMSE 0.29367 untuk produk 

Gula Pasir pada bulan ke-11 dan bulan ke-12, k = 4 mendapat RMSE 0.34002 untuk 

produk Minyak Goreng 2 Ltr pada bulan ke-11 dan bulan ke-12, k = 3 mendapat 

RMSE 0.31820 untuk produk Telur Ayam pada bulan ke-11, k = 6 mendapat RMSE 

0.44437 untuk produk Tepung Terigu pada bulan ke-8. Seperti yang tertera dalam 

pedoman RMSE dapat disimpukan bahwa seluruh model yang penulis uji memiliki 

satu kesalahan yang kecil yaitu 0,00 – 0,299 dan empat kesalahan sedang yaitu 0,30 – 

0,559.  
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Kata kunci: K-Nearest Neighbor Regression; Prediksi; Knowledge Discovery in 

Database; RMSE 

 

Abstract: The grocery store is a business engaged in trade, providing staple food 

products. The existing problem is the absence of sales prediction for future periods 

based on previously recorded data. This prediction aims to assist and inform the 

store owner about the products most frequently purchased by customers. To 

determine product sales predictions, the K-Nearest Neighbor Regression method is 

used, followed by the stages of Knowledge Discovery in Database (KDD). The results 

obtained from this research show that the value of k = 2 yields an RMSE of 0.31318 

for rice products in the 11th month, k = 2 yields an RMSE of 0.29367 for granulated 

sugar products in the 11th and 12th months, k = 4 yields an RMSE of 0.34002 for 2-

liter cooking oil products in the 11th and 12th months, k = 3 yields an RMSE of 

0.31820 for chicken egg products in the 11th month, and k = 6 yields an RMSE of 

0.44437 for wheat flour products in the 8th month. As stated in the RMSE guidelines, 

it can be concluded that all models tested by the author have one small error (0.00–

0.299) and four moderate errors (0.30–0.559). 

 

Keywords: K-Nearest Neighbor Regression; Prediction; Knowledge Discovery in 

Databases; RMSE  

 

I. PENDAHULUAN 

 

Penjualan merupakan unsur yang penting dalam dunia usaha. Pemilik usaha tentunya memiliki tujuan 

jangka panjang agar usahanya dapat mengalami perkembangan di masa yang akan datang. Salah satunya dengan 

membuat prediksi atau peramalan. Prediksi atau peramalan digunakan untuk menemukan informasi dari data 

dalam jumlah yang sangat besar, sehingga diperlukan proses data mining. Data mining memiliki kemampuan 

untuk memberikan informasi yang dapat membantu dalam membuat keputusan yang berlandaskan pada data. 

Pada penelitian ini penulis menggunakan metode K-Nearest Neighbor. 

Toko Sembako merupakan usaha yang bergerak dibidang perdagangan, yang menyediakan bahan pokok. 

Toko ini telah menerapkan sistem penjualan secara online dalam mempromosikan penjualan produknya. Data 

penjualan produk sembako dalam 3 tahun, menunjukkan peningkatan pada beberapa produk, tapi juga ada 

penurunan dalam beberapa produk. Hal ini membuat pemilik Toko Sembako sulit untuk memprediksi produk 

mana yang paling banyak dibeli, prediksi ini mempermudah serta memberitahu pemilik toko mengenai produk 

yang paling banyak dibeli oleh konsumen, dan juga belum bisa memprediksi penjualan produk di masa 

mendatang berdasarkan data yang telah direkam sebelumnya. Sehingga diperlukan proses data mining untuk 

mengolah data dalam skala besar secara efisien dan efektif, dan menggunakan metode K-Nearest Neighbor 

untuk memprediksi penjualan produk sembako yang paling banyak dibeli oleh konsumen.  

Data mining adalah proses menemukan korelasi, pola, dan tren yang bermakna serta baru dengan 

menyaring sejumlah besar data yang tersimpan dalam repositori, menggunakan teknik pengenalan pola (pattern 

recognition) serta teknik statistik dan matematika. Data mining bertujuan untuk menemukan pola data yang 

bermanfaat dari sejumlah besar data. Dimana pada data mining menggunakan machine leraning untuk teknik 

analisinya.  Teknik machine learning telah banyak digunakan di berbagai bidang ilmu pengetahuan, salah 

satunya K-nearest neighbors (KNN) merupakan salah satu metode machine learning yang sederhana. Pada 

dasarya cara kerja algoritma K-Nearest Neighbor (KNN) adalah mencari jarak terdekat dengan k tetangga 

(neighbor) terdekat dalam data training dengan data yang akan diuji. Kemudian mengelompokkan data baru k 

dengan cara menghitung jarak data baru ke beberapa data/tetangga (neighbor) terdekat. Algoritma K-Nearest 

Negihbor (KNN) merupakan instead-based learning, dimana data training disimpan sehingga klasifikasi untuk 

record baru yang belum diklasifikasi dapat ditemukan dengan membandingkan kemiripan yang paling banyak 

dalam data training[1], [2], [3]. 
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Penelitian yang dilakukan sebelumnya pada prediksi penjualan dengan pengujian menggunakan  

menggunakan algoritma K- Nearest Neighbor Regression didapat nilai k = 2, 3, 13, dan 14 serta  nilai RMSE 

antara 0,43–0,48. Ini artinya model KNN Regression sudah cukup baik, tetapi belum sempurna dalam 

memprediksi penjualan[4]. Penelitian yang dilakukan[5]  untuk memprediksi penjualan Donut dengan algoritma 

K- Nearest Neighbor Regression pada penelitian ini menunjukan prediksi penjualan terlaris pada produk 

Blackforest dengan k = 12 RMSE = 0.41876, Brownies dengan k = 4 RMSE = 0.46398, Coklat dengan k = 9 

RMSE = 0.4827, Donat dengan k = 14 RMSE = 0.47980, Tart dengan k = 12 RMSE = 0.47381, Triple Disert 

Box dengan k = 13 RMSE = 0.49336. Karena semua nilai RMSE berada di antara 0,41 – 0,49, maka tingkat 

kesalahan model termasuk sedang, hasilnya sudah cukup baik dan stabil. Penelitian untuk memprediksi harga 

saham menggunakan algoritma K- Nearest Neighbor Regression dengan empat variasi indikator yang berbeda, 

prediksi dengan menggunakan satu indikator memiliki hasil yang paling baik dengan nilai root mean squared 

erorr 169 dengan akurasi 98.8% dengan rasio perbandingan 70% data latih dan 30% data uji [6]Penelitian lainya 

prediksi jumlah produksi coconut oil menggunakan K-Nearest Neighbor dan Backward Elimination didapatkan 

hasil penelitiannya model terbaik yang dilihat berdasarkan nilai error terkecil yaitu 0.111. Kemudian algoritma 

k- Nearest Neighbor menggunakan Backward Elimination dihasilkan model terbaik yang dilihat berdasarkan 

nilai error terkecil yaitu 0.109. Seleksi fitur yaitu Backward Elimination menghasilkan kinerja lebih baik[7]. 

Selanjutnya [8] melakukan prediksi laju pertumbuhan jumlah penduduk provinsi Kalimantan Selatan 

menggunakan metode k-nearest neighbor regression didapat hasil analisa data yang di gunakan di atas dapat 

disimpulkan hasil dari Mean Squared Error (RMSE) terbaik ada pada data label pada tahun 2012 dengan 

menggunakan data training 20% dan data testing 80% dengan memperoleh hasil Akurasi sebanyak 1.266 +/- 

0.000 lebih baik dari hasil yang lain setelah di lakukannya beberapa kali analisa. Selanjutnya [9] dengan 

penelitian Prediksi Harga Beras Premium dengan algoritma K-Nearest Neighbor didapat hasil penelitian 

prediksi terhadap harga beras pada tahun 2014 - 2019 dengan nilai RMSE 0,125 dan parameter K = 2 yang 

sudah dinormalisasi. Penelitian yang dilakukan oleh[10] identifikasi citra garis telapak tangan menggunakan 

metode GLCM dan K-Nearest Neighbor dihasilkan nilai akurasi sebesar 66.7%.  

Dari penelitian terdahulu diatas, maka akan dilakukan penelitian dengan menerapkan algoritma K-

Nearest Neighbor Regression untuk memprediksi produk sembako agar dapat  mengetahui produk mana yang 

paling laris di bulan-bulan tertentu berdasarkan data penjualan sebelumnya, serta untuk mengukur tingkat 

akurasi model prediksi menggunakan metrik RMSE (Root Mean Square Error). 

 

II. METODE DAN MATERI 

Berikut dibawah ini tahapan penelitian yang dilakukan: 
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Gambar 1. Tahapan Penelitian 

Tahapan penelitian yang dilakukan dalam sistem prediksi penjualan produk sembako menggunakan metode K-

Nearest Neighbor terdiri atas beberapa langkah yang saling berkaitan, dimulai dari [11], [12]: 

1. tahapan awal merupakan inisialisasi proses penelitian yang dimulai dengan menyiapkan kebutuhan data 

serta menentukan tujuan penelitian, yaitu melakukan prediksi penjualan produk di masa mendatang. 

2. dataset merupakan kumpulan data historis penjualan produk sembako yang digunakan sebagai bahan 

utama dalam proses analisis. Data ini diperoleh dari pencatatan transaksi penjualan di toko sembako 

dan digunakan untuk melatih serta menguji model prediksi. Dataset dibanhun dari data penjualan mulai 

dari bulan ke-1 tahun ke-1 sampai dengan bulan ke-12 tahun ke -3. 

3. tahap normalisasi data dilakukan dengan cara membuat data yang sudah ada menjadi nilai yang lebih 

kecil. 

4. hasil dari normalisasi dilakukan cross Validation, data yang digunakan untuk training adalah data 

penjualan tahun ke-1 sampai tahun ke-3 sedangkan data yang digunakan untuk testing adalah data 

penjualan tahun ke 3[13] 

5. setelah dilakukan pembagian data, sebagian data digunakan sebagai data training. Data ini digunakan 

untuk membangun model dan melatih algoritma agar mampu mengenali pola hubungan antara data 

input dan output. 

6. pada tahap ini dilakukan proses pembangunan model regresi dengan menerapkan algoritma K-Nearest 

Neighbor Regression. Model dibentuk berdasarkan pola dari data training yang telah dinormalisasi. 
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7. data testing merupakan bagian dari dataset yang tidak digunakan dalam proses pelatihan model. Data 

ini digunakan untuk menguji kemampuan model dalam melakukan prediksi terhadap data baru yang 

belum pernah dilihat sebelumnya. 

8. tahapan ini merupakan inti dari proses penelitian. Algoritma KNN Regression bekerja dengan mencari 

sejumlah tetangga terdekat (k nearest neighbors) dari data uji berdasarkan jarak tertentu (misalnya 

Euclidean distance), kemudian menghitung rata-rata nilai target dari tetangga-tetangga tersebut untuk 

menghasilkan nilai prediksi. 

9. setelah model menghasilkan prediksi, dilakukan proses evaluasi untuk menilai kinerja model dengan 

membandingkan hasil prediksi terhadap nilai aktual. 

10. evaluasi kinerja model diukur menggunakan metrik Root Mean Square Error (RMSE). Nilai RMSE 

menunjukkan tingkat kesalahan prediksi; semakin kecil nilainya, semakin baik akurasi model yang 

dihasilkan. 

11. model dengan nilai kesalahan terkecil (RMSE terendah) dipilih sebagai model terbaik.  

12. pada tahap ini, model terbaik digunakan untuk melakukan prediksi penjualan di masa mendatang, 

seperti memprediksi penjualan pada tahun keempat berdasarkan data tahun sebelumnya. 

13. tahap terakhir merupakan akhir dari proses penelitian, di mana hasil prediksi dan analisis model 

disajikan sebagai keluaran akhir yang dapat digunakan oleh pemilik toko untuk pengambilan keputusan 

terkait stok dan strategi penjualan sembako. 

 

 

III. PEMBAHASAN DAN HASIL 

 

3.1. Pengolahan data penelitian 

Pada pembahasan dan hasil ini, akan dibahas mulai dari dataset penelitian sampai mendapatkan hasil 

prediksi produk  terlaris dari penjualan di Toko Sembako Berkah dengan metode K-Nearest Neighbor 

Regression. Dataset penelitian ini merupakan data penjualan produk yang tersedia dari tahun 1-3. Dimana nanti 

dataset penjualan ini akan di bagi menjadi data training dan data testing. Berikut ini adalah data penjualan 

produk sembako: 

 

 

 

 

Tabel 1. Data Penjualan Produk Sembako 

No Produk 
Total Penjualan  

Tahun 1 Tahun 2 Tahun 3 

1 Beras 3599 6612 7345 

2 Gula Pasir 1724 2328 2973 

3 Minyak Goreng 1792 3740 3149 

4 Telur Ayam 3704 5191 6061 

5 Tepung Terigu 1721 3058 3171 

 

Tabel 1 merupakan data penjualan setiap produk dalam 3 tahun. Dari data penjualan produk sembako 

selama 3 tahun dapat terlihat adanya kenaikan penjualan dari setiap produk.  

 

3.2. Pembentukan dataset 

Data training akan dipisahkan menjadi data input dan data target, data input merupakan data penjualan 

dari bulan 1-12 pada tahun 1-3, sedangkan data target merupakan data penjualan pada bulan ke-13. Data testing 
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merupakan data penjualan pada bulan 1-12 di tahun ke-3 untuk menghasilkan prediksi penjulan produk tahun ke 

4. Berikut ini pembagian dataset training dan dataset testing untuk produk sembako beras: 

 

Tabel 2. Dataset training Beras 

Data Input Data Target 

373 239 327 293 313 291 312 287 302 310 225 327 600 

239 327 293 313 291 312 287 302 310 225 327 600 612 

327 293 313 291 312 287 302 310 225 327 600 612 616 

293 313 291 312 287 302 310 225 327 600 612 616 593 

313 291 312 287 302 310 225 327 600 612 616 593 596 

291 312 287 302 310 225 327 600 612 616 593 596 537 

312 287 302 310 225 327 600 612 616 593 596 537 478 

287 302 310 225 327 600 612 616 593 596 537 478 459 

302 310 225 327 600 612 616 593 596 537 478 459 455 

310 225 327 600 612 616 593 596 537 478 459 455 489 

225 327 600 612 616 593 596 537 478 459 455 489 570 

327 600 612 616 593 596 537 478 459 455 489 570 607 

600 612 616 593 596 537 478 459 455 489 570 607 607 

612 616 593 596 537 478 459 455 489 570 607 607 610 

616 593 596 537 478 459 455 489 570 607 607 610 615 

593 596 537 478 459 455 489 570 607 607 610 615 599 

596 537 478 459 455 489 570 607 607 610 615 599 601 

537 478 459 455 489 570 607 607 610 615 599 601 612 

478 459 455 489 570 607 607 610 615 599 601 612 597 

459 455 489 570 607 607 610 615 599 601 612 597 610 

455 489 570 607 607 610 615 599 601 612 597 610 602 

489 570 607 607 610 615 599 601 612 597 610 602 629 

570 607 607 610 615 599 601 612 597 610 602 629 612 

607 607 610 615 599 601 612 597 610 602 629 612 651 

 

 

Tabel 3. Dataset testing Beras 

Data Input 

612 616 593 596 537 478 459 455 489 570 607 607 

616 593 596 537 478 459 455 489 570 607 607 610 

593 596 537 478 459 455 489 570 607 607 610 615 

596 537 478 459 455 489 570 607 607 610 615 599 

537 478 459 455 489 570 607 607 610 615 599 601 

478 459 455 489 570 607 607 610 615 599 601 612 

459 455 489 570 607 607 610 615 599 601 612 597 
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455 489 570 607 607 610 615 599 601 612 597 610 

489 570 607 607 610 615 599 601 612 597 610 602 

570 607 607 610 615 599 601 612 597 610 602 629 

607 607 610 615 599 601 612 597 610 602 629 612 

607 610 615 599 601 612 597 610 602 629 612 651 

 

 

3.3. Normalisasi Dataset 

Proses normalisasi dilakukan dengan membuat data yang ada menjadi nilai yang lebih kecil. Data yang 

telah diolah akan dinormalisasi untuk menjadikan data menjadi jarak [0,1] yang berarti nilai minimal data yaitu 

0, dan nilai maksimal data yaitu 1. Kemudian data diantara minimal dan maksimal disesuaikan jaraknya. Berikut 

ini merupakan implementasi pada program: 

 

 
Gambar 2. Script Normalisasi 

 

 

 

 

 

 

 

 

 

 

 

Hasil normalisasi yang diimplementasikan sebagai berikut untuk produk sembako beras: 
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Gambar 3. Hasil normalisasi untuk produk beras 

 

Setelah data dinormalisasi, selanjutnya akan dilakukan tahap kedua pembagian dataset kembali. Variabel 

X dipakai untuk data input dengan data dimulai dari index ke-0 sampai dengan ke-11. Untuk variabel Y dipakai 

untuk target dengan data index ke-12. Berikut ini merupakan implementasi pada program : 

 
Gambar 4. Script Pembagian Data Input Dan Data Target 

 

. 

 

 

 

 

 

 

 

 Berikut ini hasil implementasinya: 
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Gambar 5. Hasil normalisasi tahap kedua pada dataset untuk produk beras  

 

3.4. Implementasi K-Fold Cross Validation 

Pada tahap ini K-Fold Cross Validation dipakai untuk membagi data dan juga melakukan validasi data. 

Hasil split yang dikerjakan K-Fold Cross Validation adalah sebanyak n. Dimana pada penelitian ini nilai n yang 

digunakan yaitu n = 10. Berikut ini adalah hasilnya: 

 

 

Gambar 6. Hasil Implementasi K-Fold Cross Validation untuk produk beras 
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Gambar 7. Hasil Implementasi split K-Fold Cross Validation untuk produk beras 

Pada gambar 6 hasil tersebut adalah hasil split pada iterasi pertama dimana menampilkan data training x, test x, 

dan data training y lalu data test y. 

 

3.5. Implementasi K-Nearest Neigbhor 

 Pada tahapan ini model K-Nearest Neighbor Regression dibuat dengan nilai k nya yaitu 3 untuk sampel 

pengujian model yang akan dipakai pada evaluasi dengan Cross Validation. Berikut ini merupakan script nya: 
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Gambar 8. Implementasi K-Nearest Neighbor dan Cross Validation 

 

3.6. Evaluasi 

 Evaluasi dilakukan untuk menguji model dengan menggunakan K-Fold Cross Validation untuk tiap 

nilai k dari K-Nearest Neighbor dengan range 1-15. Hasil dari keakuratan model prediksi dipengaruhi nilai k 

tersebut. Berikut ini hasil validasi: 

 
Gambar 9. Nilai RMSE tiap k 

Nilai tersebut menampilkan detail pada tiap k dalam range 1-15. Proses pengujian dilakukan setelah model 

dihasilkan dari tahapan proses training sebelumnya. Pengujian dilakukan untuk mengetahui akurasi dari 

implementasi K-Nearest Neighbor. 

 

3.7. Model Terbaik dan Prediksi Produk  

 Setelah didapat nilai error terkecil, maka model yang dibentuk akan mamakai nilai k dari hasil error 

terkecil tersebut. 
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Gambar 10. Hasil Prediksi penjualan produk beras 

 

Nilai prediksi tersebut adalah ukuran skala dari normalisasi dengan nilai tertinginya sebagai nilai penjualan yang 

paling laris. Berikut ini tabel hasil prediksi produk terlaris:   

 

Tabel 4. Hasil Prediksi  setiap produk 

No Produk Prediksi 

1 Beras Bulan ke-11 

2 Gula Pasir Bulan ke-11 dan ke 12 

3 Minyak Goreng Bulan ke-11 dan ke 12 

4 Telur Ayam Bulan ke-11 

5 Tepung Terigu Bulan ke-8 

 

 

. 

IV. KESIMPULAN 

 

Hasil penelitian dengan menerapkan metode K-Nearest Neighbor Regression untuk memprediksi 

penjualan produk sembako pada Toko Sembako didapatkan prediksi produk terlaris adalah Beras pada bulan ke-

11, untuk Gula Pasir pada bulan ke-11 dan bulan ke-12, Minyak Goreng 2 Ltr pada bulan ke-11 dan bulan ke-

12, Telur Ayam pada bulan ke-11, dan Tepung Terigu pada bulan ke-8. Dengan perolehan nilai k yang paling 

optimal dari rentang 1-15 pada setiap produk yaitu nilai k = 2, RMSE = 0.31318 untuk produk Beras ; nilai k = 

2, RMSE = 0.29367 untuk produk Gula Pasir ; nilai k = 4, RMSE = 0.34002 untuk produk Minyak Goreng 2 

Ltr; nilai k = 3, RMSE = 0.31820 untuk produk Telur Ayam ; nilai k = 6, RMSE = 0.44437 untuk produk 

Tepung Terigu . Berdasarkan pedoman interpretasi RMSE dapat disimpulkan bahwa tingkat kesalahan seluruh 

model yang penulis uji mempunyai satu kesalahan kecil dikarenakan nilai RMSE yang didapatkan berada dalam 

range 0,00 – 0,299 dan empat kesalahan sedang dikarenakan nilai RMSE yang didapatkan berada dalam range 

0,30 – 0,599. Penelitian lebih  lanjut bisa dilakukan dengan jumlah data yang lebih banyak dapat agar bisa 

menghasilkan training yang bervariatif dan mendapat hasil error yang lebih kecil. 
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