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Abstrak: Toko Sembako merupakan usaha yang bergerak dibidang perdagangan,
produk yang menyediakan produk sembako. Permasalahan yang ada yaitu belum
adanya prediksi penjualan produk di masa mendatang berdasarkan data yang telah
direkam sebelumnya. Prediksi ini untuk mempermudah serta memberitahu pemilik
toko mengenai produk yang paling banyak dibeli konsumen. Untuk mengetahui
prediksi penjualan produk digunakan metode K-Nearest Neighbor Regression,
selanjutnya akan melewati tahapan Knowledge Discovery in Database (KDD). Hasil
yang diperoleh penulis dari penelitian ini adalah nilai k = 2 mendapat RMSE 0.31318
untuk produk Beras pada bulan ke-11, k = 2 mendapat RMSE 0.29367 untuk produk
Gula Pasir pada bulan ke-11 dan bulan ke-12, k = 4 mendapat RMSE 0.34002 untuk
produk Minyak Goreng 2 Ltr pada bulan ke-11 dan bulan ke-12, k = 3 mendapat
RMSE 0.31820 untuk produk Telur Ayam pada bulan ke-11, k = 6 mendapat RMSE
0.44437 untuk produk Tepung Terigu pada bulan ke-8. Seperti yang tertera dalam
pedoman RMSE dapat disimpukan bahwa seluruh model yang penulis uji memiliki
satu kesalahan yang kecil yaitu 0,00 — 0,299 dan empat kesalahan sedang yaitu 0,30 —
0,559.
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Kata kunci: K-Nearest Neighbor Regression; Prediksi; Knowledge Discovery in
Database; RMSE

Abstract: The grocery store is a business engaged in trade, providing staple food
products. The existing problem is the absence of sales prediction for future periods
based on previously recorded data. This prediction aims to assist and inform the
store owner about the products most frequently purchased by customers. To
determine product sales predictions, the K-Nearest Neighbor Regression method is
used, followed by the stages of Knowledge Discovery in Database (KDD). The results
obtained from this research show that the value of k = 2 yields an RMSE of 0.31318
for rice products in the 11th month, k = 2 yields an RMSE of 0.29367 for granulated
sugar products in the 11th and 12th months, k = 4 yields an RMSE of 0.34002 for 2-
liter cooking oil products in the 11th and 12th months, k = 3 yields an RMSE of
0.31820 for chicken egg products in the 11th month, and k = 6 yields an RMSE of
0.44437 for wheat flour products in the 8th month. As stated in the RMSE guidelines,
it can be concluded that all models tested by the author have one small error (0.00—
0.299) and four moderate errors (0.30-0.559).

Keywords: K-Nearest Neighbor Regression; Prediction; Knowledge Discovery in
Databases; RMSE

I. PENDAHULUAN

Penjualan merupakan unsur yang penting dalam dunia usaha. Pemilik usaha tentunya memiliki tujuan
jangka panjang agar usahanya dapat mengalami perkembangan di masa yang akan datang. Salah satunya dengan
membuat prediksi atau peramalan. Prediksi atau peramalan digunakan untuk menemukan informasi dari data
dalam jumlah yang sangat besar, sehingga diperlukan proses data mining. Data mining memiliki kemampuan
untuk memberikan informasi yang dapat membantu dalam membuat keputusan yang berlandaskan pada data.
Pada penelitian ini penulis menggunakan metode K-Nearest Neighbor.

Toko Sembako merupakan usaha yang bergerak dibidang perdagangan, yang menyediakan bahan pokok.
Toko ini telah menerapkan sistem penjualan secara online dalam mempromosikan penjualan produknya. Data
penjualan produk sembako dalam 3 tahun, menunjukkan peningkatan pada beberapa produk, tapi juga ada
penurunan dalam beberapa produk. Hal ini membuat pemilik Toko Sembako sulit untuk memprediksi produk
mana yang paling banyak dibeli, prediksi ini mempermudah serta memberitahu pemilik toko mengenai produk
yang paling banyak dibeli oleh konsumen, dan juga belum bisa memprediksi penjualan produk di masa
mendatang berdasarkan data yang telah direkam sebelumnya. Sehingga diperlukan proses data mining untuk
mengolah data dalam skala besar secara efisien dan efektif, dan menggunakan metode K-Nearest Neighbor
untuk memprediksi penjualan produk sembako yang paling banyak dibeli oleh konsumen.

Data mining adalah proses menemukan korelasi, pola, dan tren yang bermakna serta baru dengan
menyaring sejumlah besar data yang tersimpan dalam repositori, menggunakan teknik pengenalan pola (pattern
recognition) serta teknik statistik dan matematika. Data mining bertujuan untuk menemukan pola data yang
bermanfaat dari sejumlah besar data. Dimana pada data mining menggunakan machine leraning untuk teknik
analisinya. Teknik machine learning telah banyak digunakan di berbagai bidang ilmu pengetahuan, salah
satunya K-nearest neighbors (KNN) merupakan salah satu metode machine learning yang sederhana. Pada
dasarya cara kerja algoritma K-Nearest Neighbor (KNN) adalah mencari jarak terdekat dengan k tetangga
(neighbor) terdekat dalam data training dengan data yang akan diuji. Kemudian mengelompokkan data baru k
dengan cara menghitung jarak data baru ke beberapa data/tetangga (neighbor) terdekat. Algoritma K-Nearest
Negihbor (KNN) merupakan instead-based learning, dimana data training disimpan sehingga klasifikasi untuk
record baru yang belum diklasifikasi dapat ditemukan dengan membandingkan kemiripan yang paling banyak
dalam data training[1], [2], [3].
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Penelitian yang dilakukan sebelumnya pada prediksi penjualan dengan pengujian menggunakan
menggunakan algoritma K- Nearest Neighbor Regression didapat nilai k = 2, 3, 13, dan 14 serta nilai RMSE
antara 0,43-0,48. Ini artinya model KNN Regression sudah cukup baik, tetapi belum sempurna dalam
memprediksi penjualan[4]. Penelitian yang dilakukan[5] untuk memprediksi penjualan Donut dengan algoritma
K- Nearest Neighbor Regression pada penelitian ini menunjukan prediksi penjualan terlaris pada produk
Blackforest dengan k = 12 RMSE = 0.41876, Brownies dengan k = 4 RMSE = 0.46398, Coklat dengan k = 9
RMSE = 0.4827, Donat dengan k = 14 RMSE = 0.47980, Tart dengan k = 12 RMSE = 0.47381, Triple Disert
Box dengan k = 13 RMSE = 0.49336. Karena semua nilai RMSE berada di antara 0,41 — 0,49, maka tingkat
kesalahan model termasuk sedang, hasilnya sudah cukup baik dan stabil. Penelitian untuk memprediksi harga
saham menggunakan algoritma K- Nearest Neighbor Regression dengan empat variasi indikator yang berbeda,
prediksi dengan menggunakan satu indikator memiliki hasil yang paling baik dengan nilai root mean squared
erorr 169 dengan akurasi 98.8% dengan rasio perbandingan 70% data latih dan 30% data uji [6]Penelitian lainya
prediksi jumlah produksi coconut oil menggunakan K-Nearest Neighbor dan Backward Elimination didapatkan
hasil penelitiannya model terbaik yang dilihat berdasarkan nilai error terkecil yaitu 0.111. Kemudian algoritma
k- Nearest Neighbor menggunakan Backward Elimination dihasilkan model terbaik yang dilihat berdasarkan
nilai error terkecil yaitu 0.109. Seleksi fitur yaitu Backward Elimination menghasilkan kinerja lebih baik[7].
Selanjutnya [8] melakukan prediksi laju pertumbuhan jumlah penduduk provinsi Kalimantan Selatan
menggunakan metode k-nearest neighbor regression didapat hasil analisa data yang di gunakan di atas dapat
disimpulkan hasil dari Mean Squared Error (RMSE) terbaik ada pada data label pada tahun 2012 dengan
menggunakan data training 20% dan data testing 80% dengan memperoleh hasil Akurasi sebanyak 1.266 +/-
0.000 lebih baik dari hasil yang lain setelah di lakukannya beberapa kali analisa. Selanjutnya [9] dengan
penelitian Prediksi Harga Beras Premium dengan algoritma K-Nearest Neighbor didapat hasil penelitian
prediksi terhadap harga beras pada tahun 2014 - 2019 dengan nilai RMSE 0,125 dan parameter K = 2 yang
sudah dinormalisasi. Penelitian yang dilakukan oleh[10] identifikasi citra garis telapak tangan menggunakan
metode GLCM dan K-Nearest Neighbor dihasilkan nilai akurasi sebesar 66.7%.

Dari penelitian terdahulu diatas, maka akan dilakukan penelitian dengan menerapkan algoritma K-
Nearest Neighbor Regression untuk memprediksi produk sembako agar dapat mengetahui produk mana yang
paling laris di bulan-bulan tertentu berdasarkan data penjualan sebelumnya, serta untuk mengukur tingkat
akurasi model prediksi menggunakan metrik RMSE (Root Mean Square Error).

Il. METODE DAN MATERI
Berikut dibawah ini tahapan penelitian yang dilakukan:
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Gambar 1. Tahapan Penelitian
Tahapan penelitian yang dilakukan dalam sistem prediksi penjualan produk sembako menggunakan metode K-
Nearest Neighbor terdiri atas beberapa langkah yang saling berkaitan, dimulai dari [11], [12]:

1. tahapan awal merupakan inisialisasi proses penelitian yang dimulai dengan menyiapkan kebutuhan data
serta menentukan tujuan penelitian, yaitu melakukan prediksi penjualan produk di masa mendatang.

2. dataset merupakan kumpulan data historis penjualan produk sembako yang digunakan sebagai bahan
utama dalam proses analisis. Data ini diperoleh dari pencatatan transaksi penjualan di toko sembako
dan digunakan untuk melatih serta menguji model prediksi. Dataset dibanhun dari data penjualan mulai
dari bulan ke-1 tahun ke-1 sampai dengan bulan ke-12 tahun ke -3.

3. tahap normalisasi data dilakukan dengan cara membuat data yang sudah ada menjadi nilai yang lebih
kecil.

4. hasil dari normalisasi dilakukan cross Validation, data yang digunakan untuk training adalah data
penjualan tahun ke-1 sampai tahun ke-3 sedangkan data yang digunakan untuk testing adalah data
penjualan tahun ke 3[13]

5. setelah dilakukan pembagian data, sebagian data digunakan sebagai data training. Data ini digunakan
untuk membangun model dan melatih algoritma agar mampu mengenali pola hubungan antara data
input dan output.

6. pada tahap ini dilakukan proses pembangunan model regresi dengan menerapkan algoritma K-Nearest
Neighbor Regression. Model dibentuk berdasarkan pola dari data training yang telah dinormalisasi.
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7. data testing merupakan bagian dari dataset yang tidak digunakan dalam proses pelatihan model. Data
ini digunakan untuk menguji kemampuan model dalam melakukan prediksi terhadap data baru yang
belum pernah dilihat sebelumnya.

8. tahapan ini merupakan inti dari proses penelitian. Algoritma KNN Regression bekerja dengan mencari
sejumlah tetangga terdekat (k nearest neighbors) dari data uji berdasarkan jarak tertentu (misalnya
Euclidean distance), kemudian menghitung rata-rata nilai target dari tetangga-tetangga tersebut untuk
menghasilkan nilai prediksi.

9. setelah model menghasilkan prediksi, dilakukan proses evaluasi untuk menilai kinerja model dengan
membandingkan hasil prediksi terhadap nilai aktual.

10. evaluasi kinerja model diukur menggunakan metrik Root Mean Square Error (RMSE). Nilai RMSE
menunjukkan tingkat kesalahan prediksi; semakin kecil nilainya, semakin baik akurasi model yang
dihasilkan.

11. model dengan nilai kesalahan terkecil (RMSE terendah) dipilih sebagai model terbaik.

12. pada tahap ini, model terbaik digunakan untuk melakukan prediksi penjualan di masa mendatang,
seperti memprediksi penjualan pada tahun keempat berdasarkan data tahun sebelumnya.

13. tahap terakhir merupakan akhir dari proses penelitian, di mana hasil prediksi dan analisis model
disajikan sebagai keluaran akhir yang dapat digunakan oleh pemilik toko untuk pengambilan keputusan
terkait stok dan strategi penjualan sembako.

111. PEMBAHASAN DAN HASIL

3.1. Pengolahan data penelitian

Pada pembahasan dan hasil ini, akan dibahas mulai dari dataset penelitian sampai mendapatkan hasil
prediksi produk terlaris dari penjualan di Toko Sembako Berkah dengan metode K-Nearest Neighbor
Regression. Dataset penelitian ini merupakan data penjualan produk yang tersedia dari tahun 1-3. Dimana nanti
dataset penjualan ini akan di bagi menjadi data training dan data testing. Berikut ini adalah data penjualan
produk sembako:

Tabel 1. Data Penjualan Produk Sembako
Total Penjualan

No Produk
Tahun 1 Tahun 2 Tahun 3
1 Beras 3599 6612 7345
2 Gula Pasir 1724 2328 2973
3 Minyak Goreng 1792 3740 3149
4 Telur Ayam 3704 5191 6061
5 Tepung Terigu 1721 3058 3171

Tabel 1 merupakan data penjualan setiap produk dalam 3 tahun. Dari data penjualan produk sembako
selama 3 tahun dapat terlihat adanya kenaikan penjualan dari setiap produk.

3.2. Pembentukan dataset

Data training akan dipisahkan menjadi data input dan data target, data input merupakan data penjualan
dari bulan 1-12 pada tahun 1-3, sedangkan data target merupakan data penjualan pada bulan ke-13. Data testing
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merupakan data penjualan pada bulan 1-12 di tahun ke-3 untuk menghasilkan prediksi penjulan produk tahun ke
4. Berikut ini pembagian dataset training dan dataset testing untuk produk sembako beras:

Tabel 2. Dataset training Beras

Data Input Data Target
373 239 327 293 313 291 312 287 302 310 225 327 600
239 327 293 313 291 312 287 302 310 225 327 600 612
327 293 313 291 312 287 302 310 225 327 600 612 616
293 313 291 312 287 302 310 225 327 600 612 616 593
313 291 312 287 302 310 225 327 600 612 616 593 596
291 312 287 302 310 225 327 600 612 616 593 596 537
312 287 302 310 225 327 600 612 616 593 596 537 478
287 302 310 225 327 600 612 616 593 596 537 478 459
302 310 225 327 600 612 616 593 596 537 478 459 455
310 225 327 600 612 616 593 596 537 478 459 455 489
225 327 600 612 616 593 596 537 478 459 455 489 570
327 600 612 616 593 596 537 478 459 455 489 570 607
600 612 616 593 596 537 478 459 455 489 570 607 607
612 616 593 596 537 478 459 455 489 570 607 607 610
616 593 596 537 478 459 455 489 570 607 607 610 615
593 596 537 478 459 455 489 570 607 607 610 615 599
596 537 478 459 455 489 570 607 607 610 615 599 601
537 478 459 455 489 570 607 607 610 615 599 601 612
478 459 455 489 570 607 607 610 615 599 601 612 597
459 455 489 570 607 607 610 615 599 601 612 597 610
455 489 570 607 607 610 615 599 601 612 597 610 602
489 570 607 607 610 615 599 601 612 597 610 602 629
570 607 607 610 615 599 601 612 597 610 602 629 612
607 607 610 615 599 601 612 597 610 602 629 612 651

Tabel 3. Dataset testing Beras
Data Input
612 616 593 596 537 478 459 455 489 570 607 607
616 593 596 537 478 459 455 489 570 607 607 610
503 596 537 478 459 455 489 570 607 607 610 615
596 537 478 459 455 489 570 607 607 610 615 599
537 478 459 455 489 570 607 607 610 615 599 601
478 459 455 489 570 607 607 610 615 599 601 612
459 455 489 570 607 607 610 615 599 601 612 597
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455 489 570 607 607 610 615 599 601 612 597 610
489 570 607 607 610 615 599 601 612 597 610 602
570 607 607 610 615 599 601 612 597 610 602 629
607 607 610 615 599 601 612 597 610 602 629 612
607 610 615 599 601 612 597 610 602 629 612 651

3.3. Normalisasi Dataset

Proses normalisasi dilakukan dengan membuat data yang ada menjadi nilai yang lebih kecil. Data yang
telah diolah akan dinormalisasi untuk menjadikan data menjadi jarak [0,1] yang berarti nilai minimal data yaitu
0, dan nilai maksimal data yaitu 1. Kemudian data diantara minimal dan maksimal disesuaikan jaraknya. Berikut
ini merupakan implementasi pada program:

from sklearn.preprocessing import MinMaxScaler
# default range ©-1

mmscaler = MinMaxScaler()

dataset_norm = mmscaler.fit_transform(df)
pd.DataFrame(dataset_norm)

Gambar 2. Script Normalisasi

Hasil normalisasi yang diimplementasikan sebagai berikut untuk produk sembako beras:
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=

0.378517 0.035806 0.260870 0.173913 0225064 0.168798 0.222506 0.158568 0.196931 0.217391 0.000000 0.000000 0.739796
0.035806 0.260870 0.173913 0.225064 0.168798 0222506 0.158568 0.196931 0.217391 0.000000 0252475 0.903974 0.801020
0.260870 0.173913 0.225064 0168798 0.222506 0158568 0.196931 0217391 0.000000 0.260870 0.928218 0.943709 0.821429

-

0.173913 0.225064 0.168798 0.222506 0.158568 0.196931 0217391 0.000000 0.260870 0.959079 0.957921 0.956954 0.704082
0.225064 0.168798 0.222506 0.158568 0.196931 0.217391 0.000000 0.260870 0.959079 0.989770 0.967822 0.880795 0.719388
0.168798 0222506 0.158568 0.196931 0.217391 0.000000 0260870 0.959079 0.989770 1.000000 0.910891 0890728 0418367
0.222506 0.158568 0.196931 0217391 0.000000 0260870 0.959079 0989770 1.000000 0941176 0918317 0695364 0.117347
0.158568 0.196931 0217391 0.000000 0.260870 0959079 0989770 1.000000 0941176 0.948849 0.772277 0.500000 0020408
0.196931 0.217391 0.000000 0.260870 0.959079 0989770 1.000000 0.941176 0.948849 0.797954 0626238 0.437086 0.000000
0.217391 0.000000 0.260870 0.959079 0.989770 1.000000 0.941176 0948849 0.797954 0.647059 0.579208 0.423841 0.173469
0.000000 0.260870 0.959079 0.989770 1.000000 0.941176 0948849 0.797954 0.647059 0.598465 0569307 0.536424 (0.586735
0.260870 0.959079 0.989770 1.000000 0.941176 0.948849 0.797954 0.647059 0598465 0.588235 0.653465 0.804636 0.775510
0.959079 0.989770 1.000000 0941176 0948849 0797954 0647059 0598465 0.588235 0675192 0.853960 0927152 0.775510
0.989770 1.000000 0941176 0948849 0797954 0647059 0598465 0588235 0675192 0.882353 0.945545 0927152 0.790816
1.000000 0.941176 0948849 0797954 0647059 0598465 0588235 0675192 0882353 0.976982 0945545 0937086 0816327
0.941176 0.948849 0.797954 0.647059 0.598465 0.588235 0675192 0.882353 0.976982 0976982 0.952970 0.953642 0.734694
0.948849 0.797954 0647059 0598465 0588235 00675192 0882353 0.976982 0.976982 0.984655 0.965347 0.900662 0.744898
0.797954 0647059 0598465 0588235 0675192 0.882353 0976982 0976982 0.984655 0.997442 0.925743 0907285 0.801020
0.647059 0.598465 0588235 0.675192 0.882353 0.976982 0.976982 0.984655 0997442 0.956522 0.930693 0.943709 0.724490
0.598465 0588235 0.675192 0882353 0.976982 0976982 0984655 0997442 0956522 0.961637 0.957921 0.894040 0.790816
0588235 0.675192 0882353 0976982 0976982 0984655 0997442 0956522 0.961637 0.989770 0.920792 0.937086 0.750000
0675192 0882353 0976982 0976982 0984655 0997442 0956522 0961637 0.989770 0951407 0952970 0910596 0887755
0.882353 0.976982 0976982 0984655 0997442 0956522 0961637 0989770 0.951407 0.984655 0.933168 1.000000 0.801020
0.976982 0.976982 0.984655 0.997442 0956522 0961637 0989770 0.951407 0.984655 0.964194 1.000000 0.943709 1.000000

Gambar 3. Hasil normalisasi untuk produk beras

@ 0 N OO s W N

N N wh wh mh wd e b mbh mh A =d

Setelah data dinormalisasi, selanjutnya akan dilakukan tahap kedua pembagian dataset kembali. Variabel
X dipakai untuk data input dengan data dimulai dari index ke-0 sampai dengan ke-11. Untuk variabel Y dipakai
untuk target dengan data index ke-12. Berikut ini merupakan implementasi pada program :

X = dataset_norm[:,[@,1,2,3,4,5,6,7,8,9,10,11]]
y_norm = dataset_norm[:, [-1]]

y = y_norm.reshape(24)

pd.DataFrame(y)

Gambar 4. Script Pembagian Data Input Dan Data Target

Berikut ini hasil implementasinya:
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0 0975155 1.000000 0.86250 0.88125 0.51250 0.14375 0.02500 0.00000 0.000000 0.000000 0.31250 0.185185
1 1.000000 0.857143 088125 051250 0.14375 0.02500 0.00000 0.21250 0642857 0627119 0.31250 0.240741
0.857143 0.875776 051250 0.14375 0.02500 0.00000 0.21250 0.71875 0.936508 0.627119 040625 0.333333

0.875776 0.509317 0.14375 0.02500 0.00000 0.21250 0.71875 0.95000 0.936508 0.677966 0.56250 0.037037

B O 0N

0.509317 0.142857 0.02500 0.00000 021250 0718756 0.95000 0.95000 0.960317 0.762712 0.06250 0.074074

0.142857 0.024845 0.00000 0.21250 0.71875 095000 0.95000 0.96875 1.000000 0.491525 0.12500 0.277778
6 0.024845 0.000000 021250 0.71875 0.95000 095000 096875 1.00000 0.873016 0.525424 046875 0.000000
7 0000000 0.211180 0.71875 0.95000 0.95000 096875 1.00000 0.90000 0.888889 0.711864 0.00000 0.240741
8 0211180 0.714286 095000 0.95000 0.96875 1.00000 0.90000 0.91250 0.976190 0.457627 0.40625 0.092593
9 0.714286 0.944099 0.95000 0.96875 1.00000 0.90000 091250 0.98125 0.857143 0.677966 0.15625 0.592593
10 0.944099 0.944099 096875 1.00000 0.90000 0.91250 0.98125 0.88750 0.960317 0.542373 1.00000 0.277778
11 0.944099 0.962733 1.00000 0.90000 0.91250 098125 0.88750 0.96875 0.896825 1.000000 0.46875 1.000000
Gambar 5. Hasil normalisasi tahap kedua pada dataset untuk produk beras

3.4. Implementasi K-Fold Cross Validation

Pada tahap ini K-Fold Cross Validation dipakai untuk membagi data dan juga melakukan validasi data.
Hasil split yang dikerjakan K-Fold Cross Validation adalah sebanyak n. Dimana pada penelitian ini nilai n yang
digunakan yaitu n = 10. Berikut ini adalah hasilnya:

TRAIN: [ @ 1 2 4 5 6 7 8 910 11 12 14 15 16 17 19 20 21 22 23] TEST: [ 3 13 18]
TRAIN: [© 1 2 3 4 5 6 7 8 910 11 12 13 15 16 18 19 21 22 23] TEST: [14 17 20]
TRAIN: [@ 1 3 5 6 7 8 911 12 13 14 15 16 17 18 19 20 21 22 23] TEST: [ 2 4 10]
TRAIN: [ @ 1 2 3 4 5 8 910 11 12 13 14 15 16 17 18 20 21 22 23] TeEST: [ 6 7 19]
TRAIN: [@ 2 3 4 5 6 7 8 910 11 12 13 14 15 16 17 18 19 20 22 23] TEST: [ 1 21]
TRAIN: [1 2 3 4 5 6 7 8 910 11 12 13 14 15 17 18 19 20 21 22 23] TEST: [ @ 16]
TRAIN: [@ 1 2 3 4 5 6 7 8 910 11 12 13 14 16 17 18 19 20 21 22] TEST: [15 23]
TRAIN: [ @ 1 2 3 4 5 6 7 810 11 12 13 14 15 16 17 18 19 20 21 23] TEST: [ 9 22]
TRAIN: [ @ 1 2 3 4 5 6 7 910 11 13 14 15 16 17 18 19 20 21 22 23] TEST: [ 8 12]
TRAIN: [@ 1 2 3 4 6 7 8 910 12 13 14 15 16 17 18 19 20 21 22 23] TEST: [ 5 11]
Gambar 6. Hasil Implementasi K-Fold Cross Validation untuk produk beras
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Index TRAIN: [ @ 1 2 4 5 6 7 8 9 10 11 12 14 15 16 17 19 20 21 22 23] Index TEST: [ 3 13 18)

X_TRAIN:

[[e.37851662 7 ©.17391304 8.22506194 @.16879795
8. 8.2173913 @ 8
(e. : 8.22506394 @ 8.
8. a. a. @ e.
(e. 2. 8.16879795 @ 8.
e. e. 8. 57 ©. 0.
(e. a. a. 77 @. a.
8. e. g e.9 982 @. e.
(e. e. 2. 8.15693095 @. 8.
. 8.3 a. 1: e. 0.
(e. e. 2. 8.2173913 @. e.
8. 2. 1. 8.94117647 ©. e.
(e. e. 2. a. @. .
0. 1. e. a. e. 8.
(e. 2.217 2. e. 2. 8.
1. 8.94117647 &. a. 2. 0.
(e. e. 2 8. e. 1.
8. e. & a. o. e.
(e. e. 2. e. 1. e.
e. a. e. a. 2. 0.
(e. e. 2. T e. o.
e. 2. e. a. 2. 2.
(e e. 1. a. 2. 8.
8. 2. . 8. 2. 8.
(1. e. e. e. 2. e.
£.58823529 ©.67519182 @. a. e. 8.
(0.94117647 @.9488291 . e. 8. 8.
0.67519182 @. 292 o. a. e. o.
[0.9488451 ¢ o. 2. 2. o.
0. 2. 8.4 2. e.
(e. .64705882 @. e. 8. o.
8.9 % e. a. B 8.
(e. 7 . e. a. e 8.
8.9 3e. a. e. 2.9 8.
(e. 9 e. a. a. 2. 8.
. 6 @. 2. e. e. a.
(e.6 2 e. e. a. 8. 0.
8.9 s Q. 2. a. a. o.
(e. 94 @. e. 8.3 °. o.
8.9 3 a. e. e. 1.
(e. : 0. a. 5 9. 8.
8.98976982 @. 5 ©.98465473 @. 1. o.
X_Te

©.22506394 ©.16875795 @. 777 ©.19693095
S 8.95695364)
96 ©.64705882
8.92715232]
2.9769821
8.94370861) )

([e.17351302
8.2173913
[©.98976982
.59846547 @

@
[8.64705882
e

OO0 OO0

8.11734694

Gambar 7. Hasil Implementasi split K-Fold Cross Validation untuk produk beras
Pada gambar 6 hasil tersebut adalah hasil split pada iterasi pertama dimana menampilkan data training X, test x,
dan data training y lalu data test y.

3.5. Implementasi K-Nearest Neigbhor
Pada tahapan ini model K-Nearest Neighbor Regression dibuat dengan nilai k nya yaitu 3 untuk sampel
pengujian model yang akan dipakai pada evaluasi dengan Cross Validation. Berikut ini merupakan script nya:
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#% membangun model

model = KNeighborsRegressor(n_neighbors=3, metric="euclidean’)

model

KNeighborsRegressor(aligorithm="auto’, leaf_size=30, metrice'euclidea

n’,
metric_paramseNone, n_jobs=None, n_neighborse3, pe=2,
weights="unifora’)

Gambar 8. Implementasi K-Nearest Neighbor dan Cross Validation

3.6. Evaluasi

Evaluasi dilakukan untuk menguji model dengan menggunakan K-Fold Cross Validation untuk tiap
nilai k dari K-Nearest Neighbor dengan range 1-15. Hasil dari keakuratan model prediksi dipengaruhi nilai k
tersebut. Berikut ini hasil validasi:

RMSE value for k= 1 is: ©.34453952312209013
RMSE value for k= 2 is: ©.31318801811991076
RMSE value for k= 3 is: ©.3297855415286737
RMSE value for k= 4 is: 0.3407549641285234
RMSE value for k= 5 is: ©.37375644148431797
RMSE value for k= 6 1s: 0.39956396301996217
RMSE value for k= 7 is: 0.4064889127043978
RMSE value for k= 8 is: ©.4172232676901432
RMSE value for k= 9 is: ©.4126793341133438
RMSE value for k= 10 is: 0.41450117549869014
RMSE value for k= 11 is: 0.4189301537449404
RMSE value for k= 12 is: ©.41715957239830587
RMSE value for k= 13 is: 0.42533884666764576
RMSE value for k= 14 is: 0.4456830509725474

Gambar 9. Nilai RMSE tiap k

Nilai tersebut menampilkan detail pada tiap k dalam range 1-15. Proses pengujian dilakukan setelah model
dihasilkan dari tahapan proses training sebelumnya. Pengujian dilakukan untuk mengetahui akurasi dari
implementasi K-Nearest Neighbor.

3.7. Model Terbaik dan Prediksi Produk

Setelah didapat nilai error terkecil, maka model yang dibentuk akan mamakai nilai k dari hasil error
terkecil tersebut.

—GJ
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Bln1 Bln 2 Bln 3 Bln4 BlnS5 Bln6 Bln 7 Bln 8 Bln 9 Bln 10 Bln 11 Bln 12 prediksi
0 612 616 593 596 537 478 459 455 489 570 607 607 0.772109
1 616 593 596 537 478 459 455 489 570 607 607 610 0.782313
2 593 596 537 478 459 455 489 570 607 607 610 615 0624150
3 596 537 478 459 455 489 570 607 607 610 615 599 0.185374
4 537 478 459 455 489 570 607 607 610 615 599 601 0.045918
5 478 459 455 489 570 607 607 610 615 599 601 612 0.064626
6 459 455 489 570 607 607 610 615 599 601 612 597 0.253401
7 455 489 570 607 607 610 615 599 601 612 597 610 0.253401
8 489 570 607 607 610 615 599 601 612 597 610 602 0.511905
9 570 607 607 610 615 599 601 612 597 610 602 629 0.821429
10 607 607 610 615 599 601 612 597 610 602 629 612 0.896259

1" 607 610 615 599 601 612 597 610 602 629 612 651 0.896259

Gambar 10. Hasil Prediksi penjualan produk beras

Nilai prediksi tersebut adalah ukuran skala dari normalisasi dengan nilai tertinginya sebagai nilai penjualan yang
paling laris. Berikut ini tabel hasil prediksi produk terlaris:

Tabel 4. Hasil Prediksi setiap produk

No Produk Prediksi
1 Beras Bulan ke-11

2 Gula Pasir Bulan ke-11 dan ke 12
3 Minyak Goreng Bulan ke-11 dan ke 12
4 Telur Ayam Bulan ke-11

5 Tepung Terigu Bulan ke-8

1V. KESIMPULAN

Hasil penelitian dengan menerapkan metode K-Nearest Neighbor Regression untuk memprediksi
penjualan produk sembako pada Toko Sembako didapatkan prediksi produk terlaris adalah Beras pada bulan ke-
11, untuk Gula Pasir pada bulan ke-11 dan bulan ke-12, Minyak Goreng 2 Ltr pada bulan ke-11 dan bulan ke-
12, Telur Ayam pada bulan ke-11, dan Tepung Terigu pada bulan ke-8. Dengan perolehan nilai k yang paling
optimal dari rentang 1-15 pada setiap produk yaitu nilai k = 2, RMSE = 0.31318 untuk produk Beras ; nilai k =
2, RMSE = 0.29367 untuk produk Gula Pasir ; nilai k = 4, RMSE = 0.34002 untuk produk Minyak Goreng 2
Ltr; nilai k = 3, RMSE = 0.31820 untuk produk Telur Ayam ; nilai k = 6, RMSE = 0.44437 untuk produk
Tepung Terigu . Berdasarkan pedoman interpretasi RMSE dapat disimpulkan bahwa tingkat kesalahan seluruh
model yang penulis uji mempunyai satu kesalahan kecil dikarenakan nilai RMSE yang didapatkan berada dalam
range 0,00 — 0,299 dan empat kesalahan sedang dikarenakan nilai RMSE yang didapatkan berada dalam range
0,30 — 0,599. Penelitian lebih lanjut bisa dilakukan dengan jumlah data yang lebih banyak dapat agar bisa
menghasilkan training yang bervariatif dan mendapat hasil error yang lebih kecil.
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